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A B S T R A C T

In pursuit of cultivating automated models for magnetic resonance imaging (MRI) to aid in diagnostics, an
escalating demand for extensive, multisite, and heterogeneous brain imaging datasets has emerged. This
potentially introduces biased outcomes when directly applied for subsequent analysis. Researchers have
endeavored to address this issue by pursuing the harmonization of MRIs. However, most existing image-based
harmonization methods for MRI are tailored for 2D slices, which may introduce inter-slice variations when they
are combined into a 3D volume. In this study, we aim to resolve inconsistencies between slices by introducing
a pseudo-warping field. This field is created randomly and utilized to transform a slice into an artificially
warped subsequent slice. The objective of this pseudo-warping field is to ensure that generators can consistently
harmonize adjacent slices to another domain, without being affected by the varying content present in different
slices. Furthermore, we construct unsupervised spatial and recycle loss to enhance the spatial accuracy and
slice-wise consistency across the 3D images. The results demonstrate that our model effectively mitigates
inter-slice variations and successfully preserves the anatomical details of the images during the harmonization
process. Compared to generative harmonization models that employ 3D operators, our model exhibits greater
computational efficiency and flexibility.
1. Introduction

Neuroimaging investigations frequently yield incongruous and occa-
sionally conflicting outcomes owing to the constraints of limited sample
sizes. The simultaneous proliferation in both the number and scale of
multi-site MR imaging studies has engendered additional challenges
concerning the management of extensive data volumes and the com-
prehension of heightened imaging variability. These challenges become
particularly prominent when aggregating data acquired from diverse
research facilities or through different acquisition protocols (Nieuwen-
huis et al., 2017). Nevertheless, MR images obtained from different
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sites inherently introduce discrepancies, which arise from variations
in acquisition protocols, scanner manufacturers, hardware imperfec-
tions, and other contributing factors. Insufficient comprehension and
inadequate alleviation of site effects can potentially yield deceptive or
untrustworthy outcomes in a wide array of applications.

Hence, in the consolidation of multiple smaller datasets into a
larger composite sample, image harmonization assumes a pivotal role
in yielding robust conclusions (Keshavan et al., 2016). Leveraging
its capability to mitigate or compensate for redundant inter-site dis-
parities, harmonization ensures data homogeneity and comparability
throughout statistical analyses. Several techniques have shown good
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performance in statistical magnetic resonance imaging (MRI) harmo-
nization. A common approach is ComBat (Fortin et al., 2018) and its
variants, which statistically approximates the distribution of features
derived from the image, and then makes adjustments. However, Com-
bat is unable to model heteroscedastic distributions and large sample
differences between sites (Bayer et al., 2022), and is not suitable for
multi-task scenarios. Alternatively, harmonization is directly conducted
on MR images. These methods typically rely on deep learning-based
generative techniques and formulate the harmonization as an image-
to-image translation task, like CALAMITI (Zuo et al., 2021), MIST
GAN (Raju et al., 2021), MURD (Liu and Yap, 2024), etc. The image-
based methods (Wu et al., 2024; Guan et al., 2022) can effectively
address the issue of cross-site variability, so the harmonization problem
is often attributed to differences in style and domain.

Although some existing approaches have performed well on MRI
harmonization tasks, they mainly restrict harmonization training to
2D slices rather than the entire 3D volume (Dinsdale et al., 2021;
Sinha et al., 2021; Liu et al., 2021, 2023), which often results in
discontinuities between adjacent slices and may not be well-suited for
3D medical images.

There are several challenges in the extension of 2D MRI harmo-
nization methods to 3D images. (1) 3D images contain a much larger
number of voxels; (2) Compared to the two-dimensional scenario, the
quantity of three-dimensional training instances is relatively limited;
(3) Many deep learning methods, when applied to computing 2D
models, exhibit significant computational demands. Transitioning to
3D models inevitably entails even greater computational complex-
ity. Komandur et al. (2023) presented an unsupervised 3D CycleGAN
approach that uses 3D convolutional generators and discriminators
in the model to harmonize entire 3D MRI scans. Hong et al. (2021)
have extended the capabilities of StyleGAN2 (Karras et al., 2019) by
developing 3D-StyleGAN, which enables style-mixing to transform style
variations across different sites, including contrast and more. How-
ever, running these 3D models requires high computational resources,
i.e. GPU configuration and memory, and thus cannot be extensively
applied. In response to the demanding computational requirements of
the attention-based transformer block, Zhang et al. (2022) have intro-
duced PTNet3D, a framework that seamlessly integrates a performer
block. This adept incorporation effectively alleviates the computational
challenges presented by the transformer block. Nevertheless, when
compared to the 2D domain, the synthesis of images in 3D space may
engender a greater probability of anatomical detail distortion, thereby
rendering the assurance of image quality more challenging. Cackowski
et al. (2021) introduced ImUnity, a 2.5D model derived from VAE-GAN.
This model integrates outputs from three models, each trained along
a specific axis. While this method effectively addresses discontinuity
issues in 2D generative models, it necessitates computation along all
three axes.

To tackle these challenges, a feasible approach involves process-
ing the 3D images as a series of 2D slices, and implementing extra
slice-wise regularization techniques to help mitigate inconsistencies
between slices. An effective strategy for ensuring consistency across
slices could involve integrating information from adjacent slices. This
might be achieved through deformation estimation methods that track
changes from one slice to the next, accounting for both non-biologically
meaningful and biologically relevant alterations. The similar technique
is frequently utilized in video translation (Ilg et al., 2016; Teed and
Deng, 2020; Chen et al., 2019; Bansal et al., 2018; Wang et al.,
2022), where motion estimation is employed to track the movement
of identical visual elements through successive frames. Nevertheless,
this approach has not been used in the realm of MRI imaging. The key
difference lies in the nature of 3D MRI, unlike video frames, there is
no continuous ‘‘object’’ present across consecutive slices, despite the
apparent similarity in brain tissues. Therefore, the concept of motion,
as defined and used in video processing, is not directly applicable to
2

3D MRI analysis. c
In this study, we propose to harmonize 3D MR images by utilizing
2D slices and implementing a slice-wise consistency regularization,
guided by a pseudo-warping field. This technique effectively resolves
inter-slice inconsistencies without resorting to potentially unreasonable
and inaccurate estimation of inter-slice deformations. Our method en-
tails generating a random warping field for each slice in a 3D MRI,
instead of calculating the real deformation from one slice to the next.
This artificial field is then utilized to produce a simulated subsequent
slice, which is essentially a spatially warped version of the existing
slice. Similarly, for the equivalent slice in the target domain, originat-
ing from the source slice, we fabricate its simulated subsequent slice
using the identical warping field. Next, we apply spatial reconstruction
and slice-wise consistency regularization (Wang et al., 2022) to the
pair of warped slices, ensuring consistent deformation across both
domains. It should be emphasized that the pseudo-warping field is not
designed to accurately predict the next slice in any given domain, as
this would be unfeasible in actual applications. Instead, the primary
objective of this field is to uphold the consistency of the regularization
process. This is achieved by ensuring uniform deformation across dif-
ferent domains, which in turn supports the enforcement of both spatial
accuracy and slice-wise consistency. Essentially, our method focuses
solely on individual slices yet enhances inter-slice consistency during
the harmonization process. Moreover, by eliminating the necessity for
true warping estimation, our approach achieves greater computational
efficiency.

Our method was applied on three large cohorts of MR images,
including Alzheimer’s Disease Neuroimaging Initiative (ADNI) (Mueller
et al., 2005), UK Biobank (UKBB) (Sudlow et al., 2015) and Nathan
Kline Institute-Rockland Sample (NKI-RS) (Tobe et al., 2021) for qual-
itative, quantitative, and downstream task evaluations. The approach
presents a practical and efficient means of harmonizing 3D MRI images.

In summary, the main contributions of this work are as follows:

1. We propose an efficient DL-based harmonization model for 3D
MRI images, which introduces a pseudo-warping field to en-
hance slice consistency and eliminates the requirement of paired
images for training.

2. To ensure consistency between slices before and after harmo-
nization, we employ unsupervised spatial and recycle loss for
improved spatial accuracy.

3. Our model has relatively low GPU configuration requirements,
making it easily usable in environments with limited computing
resources, and provides flexibility regarding available data.

. Method

.1. Motivation

Traditional 2D-models focus on maintaining the reconstruction con-
istency of single images, there is potential for slice-wise inconsistency.
his is because the generator might respond differently to adjacent
lices due to their varying content. Our model, however, incorporates
warping operation to direct the generator in producing images that

emain unaffected by this warping. Notably, the deformed slices are
rbitrarily warped from the actual slice. Theoretically, this warping
ield could encompass deformations from one slice to its actual subse-
uent ones, and even from a slice to itself. The fundamental principle of
ur model is that, regardless of whether or how the slice changes, the
enerator is trained to consistently convert them into another domain.
his ensures that all slices in an MR image are converted in a uniformly

onsistent manner.
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Fig. 1. The architecture of our 3D-translation model. (a) Generator X and Generator Y are two generators which translate images between datasets X and Y. A discriminator is
used to verify the authenticity of the generated images. (b) The warping operation, taking 𝑥 and the pseudo-warping field f as input, generates the slice (𝑊 (𝑥, 𝑓 )). 𝑅𝐶 and 𝑆𝐶
are recycle consistency loss and spatial consistency loss to maintain the quality and consistency of the translated images. (c) The warping field synthesis and warping operation
modules. Warping field generation utilizing the length and width of the images.
2.2. Network architecture

In this study, we propose a model that addresses the problem of
inter-slice variance in 3D MRI harmonization using a pseudo-warping
field translation with GAN. Fig. 1(a) provides an overview of the
architecture of our model, which consists of three modules:

1. Two generators 𝐺𝑥 and 𝐺𝑦 for two domains to synthesize MR
images 𝑥′, 𝑦′. 𝐺𝑥 translate images 𝑦 from domain Y to the domain
X, and vice versa with 𝐺𝑦 (𝐺𝑥 ∶ 𝑌 → 𝑋,𝐺𝑦 ∶ 𝑋 → 𝑌 ).

2. Two discriminators (𝐷𝑥 𝑎𝑛𝑑 𝐷𝑦) for two domains to distinguish
between real and fake images.

3. A warping operation W to generate a pseudo slice using the ori-
gin slice and pseudo-warping field. 𝑊 (𝑥, 𝑓 ) denotes the warping
operation performed on input 𝑥 with pseudo-warping field 𝑓 ,
resulting in the generation of the new slice.

First, we split the MR images into two domains depending on the
datasets they come from, one for the source images 𝑥, and the other
for the target images 𝑦. Our goal is to facilitate the transformation of
images across domains while ensuring stability within each domain’s
image slices. To achieve this, we have introduced a warping operation
that imports the slices into a new space, thereby enhancing the gen-
erator’s capacity to translate subtle variations in slices. Our model is
entirely unsupervised, negating the necessity for paired 3D MR images.

2.3. Pseudo-warping field

Initially, the pseudo-warping fields are randomly generated and
applied to both source domain images 𝑥 and their corresponding target
domain harmonized image 𝐺𝑦(𝑥). This process results in two warped
slices: 𝑊 (𝑥, 𝑓 ) and 𝑊 (𝐺𝑦(𝑥, 𝑓 )), as shown in Fig. 1(b), represent-
ing two arbitrarily distorted subsequent slices from the same image
across both domains. Subsequently, 𝑊 (𝐺𝑦(𝑥, 𝑓 )) is retranslated to the
source domain using the generator 𝐺𝑥, producing 𝐺𝑥(𝑊 (𝐺𝑦(𝑥, 𝑓 )));
similarly, 𝑊 (𝑥, 𝑓 ) is translated to the target domain using 𝐺 resulting
3

𝑦

in 𝐺𝑦(𝑊 (𝑥, 𝑓 )). The entire model is trained using two specific loss
functions: a Recycle Consistency Loss (𝑅𝐶 ), ensuring accurate recon-
struction of 𝐺𝑥(𝑊 (𝐺𝑦(𝑥, 𝑓 ))) as the fake subsequent slice of the original
image 𝑥 (i.e., 𝑊 (𝑥, 𝑓 )), and a Spatial Consistency Loss (𝑆𝐶 ), ensuring
that the generator produces identical subsequent images regardless of
the warping’s sequence relative to the generator.

For each individual slice, a random Warping Field of identical
height and width was created and applied (Wang et al., 2020), as
illustrated in Fig. 1(c). This random generation process ensures that the
Warping Field is uniquely tailored to each slice, aligning with the spe-
cific dimensions of the input image. For both the X and Y domain, the
structure of the scale field 𝑓𝑠𝑐 is represented by a randomly generated
grid, where each element of the grid corresponds to a 100 × 100 block
(acts as a blur kernel for conducting mean filtering) in the input image.
This grid is sampled from a normal distribution  (0, 𝜎2𝑠𝑐 ). The shift
field 𝑓𝑠ℎ refers to a constant variance that is sampled in both domains
from  (0, 𝜎2𝑠ℎ). The final synthetic warping field 𝑓 = 𝑓𝑠𝑐 + 𝑓𝑠ℎ. Then,
simulated slices 𝑊 (𝑥, 𝑓 ) are generated by warping the input image 𝑥
using the warping field and extra Gaussian noise. The variance of the
noise 𝛥 is modeled by 𝛥∼ (0, 𝜎2𝑁𝐼), 𝜎𝑁∼ (0.01, 0.02). Similarly, the
images of the target domain 𝐺𝑦(𝑥), 𝐺𝑥(𝑦) (translated from the source
image) are used to generate the slice 𝑊 (𝐺𝑦(𝑥), 𝑓 ), 𝑊 (𝐺𝑥(𝑦), 𝑓 ) by the
same warping field.

2.4. Adversarial loss

To translate 3D MR images between two domains, we train two
generators, 𝐺𝑥, 𝐺𝑦, to produce synthetic images in their respective
domains. Then, we train two discriminators, 𝐷𝑥, 𝐷𝑦, to discriminate
between the generated images and those from their respective domains.
The training process continues iteratively until the generators can
synthesize images that are realistic enough to fool the discriminator
and can be considered as real images in their respective domains.

The generator G requires an input image 𝑥 or 𝑦 to produce output
images 𝑦′ = 𝐺 (𝑥) or 𝑥′ = 𝐺 (𝑦). We assume a source image stack X with
𝑦 𝑥
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𝑁 slices and a target image stack Y with M slices. The discriminator D
identifies whether the images are real or fake using the adversarial loss
(𝑎𝑑𝑣):

𝑎𝑑𝑣 =
∑

𝑀

[

log𝐷𝑦(𝑦)
]

+
∑

𝑀

[

log(1 −𝐷𝑦(𝑦))
]

+
∑

𝑁

[

log𝐷𝑥(𝑥)
]

+
∑

𝑁

[

log
(

1 −𝐷𝑥(𝑥)
)]

(1)

2.5. Consistency losses

In Section 2.3, we highlighted that Warping Field can enhance
consistency between domains. To achieve even greater stability, we
introduce two additional losses: the recycle consistency loss and the
spatial consistency loss. These losses aim at ensuring spatiotempo-
ral cyclic consistency in the source domain and the target domain,
respectively.

Recycle Consistency Loss. To ensure that the warping and gen-
eration operations do not alter the important anatomical content in
the MR images, a special procedure is employed. First, a source slice
is taken, denoted by 𝑥 and 𝑦, and translated to the target slice, with
𝑦′ = 𝐺𝑦(𝑥) or 𝑥′ = 𝐺𝑥(𝑦). Then, the warping operation is applied
to the slices resulting in the next slices, 𝑊 (𝑥, 𝑓 ),𝑊 (𝑦, 𝑓 ),𝑊 (𝐺𝑥(𝑦), 𝑓 )
and 𝑊 (𝐺𝑦(𝑥), 𝑓 ). Then, 𝑊 (𝐺𝑥(𝑦), 𝑓 ) and 𝑊 (𝐺𝑦(𝑥), 𝑓 ) are returned to
the original domain 𝐺𝑦(𝑊 (𝐺𝑥(𝑦), 𝑓 )), 𝐺𝑥(𝑊 (𝐺𝑦(𝑥), 𝑓 )), and make a con-
sistency with 𝑊 (𝑥, 𝑓 ),𝑊 (𝑦, 𝑓 ).,i.e., 𝑥 → 𝐺𝑦(𝑥) → 𝑊 (𝐺𝑦(𝑥), 𝑓 ) →
𝐺𝑥(𝑊 (𝐺𝑦(𝑥), 𝑓 )) ≈ 𝑊 (𝑥, 𝑓 ) ← 𝑥. The consistency between them is
enforced by an unsupervised recycle loss, represented as 𝑅𝐶 :

𝑅𝐶 =
∑

𝑀

‖

‖

‖

𝑊 (𝑦, 𝑓 ) − 𝐺𝑦(𝑊 (𝐺𝑥(𝑦), 𝑓 ))
‖

‖

‖1
+
∑

𝑁
‖𝑊 (𝑥, 𝑓 ) − 𝐺𝑥(𝑊 (𝐺𝑦(𝑥), 𝑓 ))‖1

(2)

Spatial Consistency Loss. In the target side, a spatial consistency
loss, denoted as 𝑆𝐶 , is presented. This loss is devised to measure
the consistency between 𝑊 (𝐺𝑥(𝑦), 𝑓 ), 𝑊 (𝐺𝑦(𝑥), 𝑓 ) and 𝐺𝑥(𝑊 (𝑦, 𝑓 )),
𝐺𝑦(𝑊 (𝑥, 𝑓 )), i.e., 𝑥 → 𝐺𝑦(𝑥) → 𝑊 (𝐺𝑦(𝑥), 𝑓 ) ≈ 𝐺𝑦(𝑊 (𝑥, 𝑓 )) ← 𝑊 (𝑥, 𝑓 )
← 𝑥, represented as 𝑆𝐶 :

𝑆𝐶 =
∑

𝑀
‖𝑊 (𝐺𝑦(𝑥), 𝑓 ) − 𝐺𝑦(𝑊 (𝑥, 𝑓 ))‖1 +

∑

𝑁
‖𝑊 (𝐺𝑥(𝑦), 𝑓 ) − 𝐺𝑥(𝑊 (𝑦, 𝑓 ))‖1

(3)

All losses can be summarized by a total loss function :

 = adv + 𝜆𝑅𝐶𝑅𝐶 + 𝜆𝑆𝐶𝑆𝐶 (4)

The loss weights 𝜆𝑅𝐶 and 𝜆𝑆𝐶 are used to control the loss function.
Initially, we set both weights to 10. The training process is termi-
nated once the generator can produce realistic images that cannot be
distinguished by the discriminator.

2.6. Evaluation metrics

To make a comprehensive evaluation of our results, we use several
quantitative metrics to compare the visual quality of the harmonized
images. We use Peak Signal-to-Noise Ratio (PSNR), Batch-wise squared
Maximum Mean Discrepancy (bMMD2) (Kwon et al., 2019) and Multi-
Scale Structural Similarity (MS-SSIM) (Kwon et al., 2019) to measure
the similarity of source and the harmonized images based on their
intensity distribution. Since bMMD2 was originally designed for 2D
images, we slice the 3D images into a stack of 2D images in three
directions and computed the metric over the entire dataset. To measure
the variances between slices within one MR image, we selected the
Warping Error (WE) (Lai et al., 2018), which quantifies the inter-slice
variance/stability of 3D MR images. Intuitively, a lower warping error
indicates a smaller difference between adjacent images, suggesting
4

stronger temporal stability. We computed the averages across the entire
test set to derive the final metrics. 𝑓𝑖⇒𝑖−1 represents the ground truth
computed from adjacent images, while F denotes the warp function:

𝑊𝐸 =
𝑇
∑

𝑖=2

𝑁
∑

𝑗=1
exp (−𝛼‖𝑥𝑖 − 𝐹 (𝑥𝑖−1, 𝑓𝑖⇒𝑖−1)‖2)‖𝑥𝑖 − 𝐹 (𝑥𝑖−1, 𝑓𝑖⇒𝑖−1)‖1 (5)

3. Experiments

In this section, we will evaluate the performance of our method in
comparison to existing methods, many of which rely on 2D MR images
to reconstruct 3D MR images. We will provide further information on
the specifics of our implementation, including datasets and evaluation
metrics, in the upcoming sections.

3.1. Datasets

For qualitative and quantitative comparison, we first obtained T1-
weighted brain MR images from three publicly available datasets:
ADNI (Mueller et al., 2005), UKBB (Sudlow et al., 2015) and NKI-
RS (Tobe et al., 2021). The NKI-RS study received ethical clearance
from the Institutional Review Boards at both the Nathan Kline Institute
(#226781 and #239708) and Montclair State University (#000983 A
and #000983B), ensuring compliance with ethical guidelines. Written
informed consent was obtained from adult participants, while mi-
nor/child participants required both written consent and assent from
their legal guardians. The data used in this study came from a disease-
free subset of participants, and additional information about image
acquisition can be found elsewhere.

In order to compare the results quantitatively, we applied it to a sub-
set of the ADNI-traveling subjects dataset, consisting of 44 subjects who
had scans using both 1.5T and 3T scanners within 30 days, resulting in
two datasets with identical anatomical structures. For robustness evalu-
ation, we conducted three-fold cross-validation on the ADNI (traveling
subjects) dataset, dividing it into three groups, each with 13, 15, and
16 MR images for both 3T and 1.5T. We cross-mapped the 3T dataset
to the 1.5T dataset and vice versa. Furthermore, we demonstrated
our model’s capacity to adapt styles and maintain anatomical details
between different datasets by utilizing unpaired training data (ADNI-
CN&UKBB, UKBB&NKI-RS). The data allocation involved dedicating
65% for training/validation and the remaining 35% for testing, en-
suring comprehensive evaluation. The dataset images were sliced in
the sagittal direction and used for training our model as well as the
comparative models. In order to validate that our model could yield
satisfactory results across different planes, we augmented the training
data with slices from three directions on the ADNI dataset (3T, 1.5T).

Besides, we also selected 135 Alzheimer’s disease patients (ADNI-
AD) and compared them to 135 healthy control subjects (ADNI-CN)
from the ADNI dataset to investigate case/control effect size differ-
ences.

Note that the number of scans varied across datasets, except for the
paired dataset ADNI (3T, 1.5T). For more information on the datasets,
including the number of images, please refer to Table 1.

To ensure consistency in image processing, all datasets were cra-
nially stripped using HD-BET (Isensee et al., 2019), corrected for non-
uniformity with the N3 method, and linearly registered to the 1 mm3

MNI152 template using FSL flirt (9 degrees of freedom). The images
were then resampled to 0.8 mm3 isotropic 256 × 256 × 256 voxels and
converted into 256 2D images of size 256 × 256.

3.2. Competing methods

We performed a comprehensive comparative assessment of our
model against various modern 2D and 3D image harmonization tech-
niques, including state-of-the-art GAN-based, CNN-based and

transformer-based methods. Some of them are specially designed for
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Table 1
Number of images, Age (Mean ± SD), Female/Male, and Field strength for the all datasets: ADNI-traveling subjects (1.5T and 3T), ADNI-CN
(healthy subjects in the ADNI dataset), ADNI-AD (AD patients in the ADNI dataset), NKI-RS, UK Biobank. It should be noted that the selection
of images used in this study may not be entirely representative of the entire dataset.
Datasets Number of images Age (Mean ± SD) Female/Male Field strength

1.5T 3T

ADNI-traveling subjects 44 68.58 ± 0.82 26/18 ✓ ✓

ADNI-CN 135 61.92 ± 2.92 81/54 ✓

ADNI-AD 135 59.32 ± 2.91 48/87 ✓

NKI-RS 181 59.77 ± 3.18 130/51 ✓

UK Biobank 185 60.05 ± 3.06 123/62 ✓
Table 2
All models’ computational cost. The trainable parameters are computed for both the generator and the discriminator
based on the number of filters in the first or last convolutional layer (i.e., ngf and ndf) set to 256.
Method Input size Trainable params (M) Memory usage (MB)

BlindHarmony 256 × 256 29.13M 5459
ImUnity 256 × 256 9.73M 1709
RecycleGAN 256 × 256 129.98M 6061
ResVIT 256 × 256 126.21M 2501
TCGAN 256 × 256 193.98M 10 203
CycleGAN2D 256 × 256 114.33M 17 686
CycleGAN3D 128 × 128 × 128 114.33M 36 269
pix2pix3D 128 × 128 × 128 41.98M 45 007
PTNet3D 256 × 256 × 256 49.32M 15 203
Ours 256 × 256 21.18M 4673
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MRI harmonization (ImUnity & BlinkHarmony), and some of them have
been proved to be successful in general image translation tasks:

BlindHarmony (Jeong et al., 2023): A flow-based blind harmoniza-
tion method designed for MR images. The network is trained solely on
the target domain dataset and can be employed for previously unseen
images from different domains.

ImUnity (Cackowski et al., 2021): Inspired by convolutional VAE-
GANs, leverages adversarial strategies via a classical CNN discriminator
to ensure realistic outputs.

RecycleGAN (Bansal et al., 2018): An unsupervised data-driven ap-
roach for video retargeting, capable of transferring sequential content
etween domains while preserving the style attributes of the target
omain.
ResVIT (Dalmaz et al., 2022): An adversarial model with a hybrid

NN-transformer architecture, aiming to attain both high localization
nd contextual sensitivity while preserving a high degree of realism in
he synthesized images.
TCGAN (Li et al., 2022): A multimodal medical image synthesis

echnique that incorporates the transformer structure to address the
imitations of CNNs and capture richer contextual information.
CycleGAN (Zhu et al., 2017): A framework comprising cycle-

onsistent generative adversarial networks designed for unpaired
mage-to-image translation tasks. The code for the 3D model is avail-
ble at https://github.com/davidiommi/3D-CycleGan-Pytorch-MedIma
ing.
Pix2pix3D (Isola et al., 2017): A convolutional GAN model with U-

et backbone was considered. Pix2pix has a CNN-based generator with
n encoder–decoder structure tied with skip connections. We used the
ode extracted from Hu et al. (2022).
PTNet3D (Kwon et al., 2019): A 3D MRI synthesis framework that

everages attention mechanisms through transformer and performer
ayers. As a non-adversarial model, it dispenses with a discriminator
nd embraces a convolution-free architecture.

To ensure equitable comparison, both supervised and unsupervised
odels were evaluated simultaneously. The paired dataset (ADNI-

raveling subjects) was utilized for training and testing tasks across
ll models. Conversely, the training and testing tasks on non-paired
atasets (ADNI-CN&UKBB, NKI-RS&UKBB) were conducted exclusively
5

ith models (BlindHarmony, ImUnity, RecycleGAN, CycleGAN) that do
ot require paired images.

It is noteworthy that, to account for computational limitations, it is
orth noting that the previously mentioned 3D models were trained on

mages with dimensions of 128 × 128 × 128, with the exception of PT-
et3D. Consequently, these models produced harmonized images with

educed resolution. Furthermore, since the ResViT, TCGAN, pix2pix3D,
nd PTNet3D models require paired data for training, our comparative
nalysis is conducted specifically on the ADNI-traveling dataset.

For all 2D methods, the 3D MR image into a stack of 2D images
sagittal plane for all datasets) and input each stack into the model
o perform stack-to-stack harmonization. Then, we reconstructed the
tacks into 3D volumes by assigning the obtained slices to the corre-
ponding layers of the new 3D image data, utilizing the original Nifti
mage’s affine, header, and other information. This operation effectively
mbeds the information from slices into the new 3D data, achieving a
omprehensive three-dimensional reconstruction.

.3. Task-specific evaluation analyses

Brain age: Brain age assessment evaluated cross-site prediction
eneralization across unharmonized and GAN harmonized scans. We
sed a deep-learning brain age prediction model (Gupta et al., 2021),
hich predicts brain age from 3D scans. For detailed network ar-

hitecture, refer to Gupta et al. (2021). In harmonized experiments,
he prediction model exclusively trained on UK Biobank MRI scans
train: 768 samples, validate: 128 samples), ages 47–77. Evaluation
sed NKI-RS and ADNI-CN datasets, treating each scan independently.
Assessments of cortical and subcortical metrics derived from

reeSurfer: Cortical surface reconstruction and subcortical volume
segmentation were performed using FreeSurfer 7.1.0, available at http:
//surfer.nmr.mgh.harvard.edu/ (Fischl, 2012; Fischl and Dale, 2000).
Notably, bias field correction and skull-stripping were con ducted in
the image preprocessing stage before harmonization, and therefore,
omitted in the recon-all script.

To evaluate harmonization’s impact, we compared features, includ-
ing lateral ventricle and hippocampal volumes. These comparisons

helped assess changes in feature values pre and post harmonization and
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Table 3
Datasets used for each of the validation experiments. Because the UKBB, NKI-RS, and ADNI-CN datasets are non-paired, our image similarity calculations are solely performed on
the ADNI-traveling subjects.

Validation experiment

Regional
histograms and
standard deviation

t-SNE Warping
error

Image
similarity

Case/control
effect size
differences

Surface
reconstruction

Brain age
prediction

Different
scanning
planes

Datasets

ADNI-travleing subjects N=44 N=44 N=44 N=44 N=44
ADNI-CN N=135 N=135 N=135 N=135
ADNI-AD N=135
UKBB N=183 N=183 N=183
NKI-RS N=181 N=181 N=181
NKI-RS

UKBB

ADNI

UKBB

＆

＆

Fig. 2. (a) Left: A comparison of regional histograms before and after mapping to the target domain. Right: Standard deviation (SD) maps across all scans. The images depicted in the
figure represent the experimental results of the ADNI-traveling subjects. (b) Unpaired image translation. The harmonization model is trained on NKI-RS&UKBB and ADNI-CN&UKBB
to showcase its effectiveness in achieving high performance in an unpaired setting.
determine cross-site similarity in extracted feature values for subjects
scanned on multiple scanners.

3.4. Implementation details

Experiments were performed on an NVIDIA A6000 GPU with 49 GB
memory utilizing batch sizes of 9, noise level of 0.001, regularization
parameters 𝜆𝑅𝐶 and 𝜆𝑆𝐶 are set to 10, The initial learning rate was
set to 2 × 10−4. We used the Adam optimizer with 𝛽1 = 0.5 and 𝛽2 =
0.999. The learning rate was constant for the first 20 epochs for ADNI-
traveling task (50 epochs for ADNI-CN&UKBB and NKI-RS&UKBB tasks)
and linearly decayed to 0 in the remaining epochs. Image resolution
was standardized to 256 × 256 and normalized between 0 and 255.
The code was implemented in Python 3.8 and PyTorch 1.12.0.

4. Results

Our primary goal was to compare our method with deep learning
models employing 2D and 3D operators. In Table 2, we have pre-
sented comparative insights into computational costs. Furthermore, a
comprehensive evaluation and comparative analysis were performed,
employing various methodologies, including inter-slice variance, image
similarity, and visual comparison, as elaborated in Table 3.

4.1. Image-wide evaluations

Visual Comparison. In Fig. 2(a), the regional intensities of the
harmonized image exhibit a closer alignment with the target domain
6

image, in contrast to the source domain image. Furthermore, it is evi-
dent that the intensity standard deviation (SD) maps of the harmonized
image bear a stronger resemblance to the target domain in comparison
to those of the source domain image. Fig. 2(b) showcases the unpaired
results of our model, demonstrating its capacity to effectively translate
site-variant styles while preserving the site-invariant content. In Fig. 3,
we compute absolute error maps by comparing the target scan with the
synthesized (or source) scans generated by each respective model. It is
evident that our model displays fewer absolute errors.

Inter-slice Stability Comparison. Our study involved a compar-
ative analysis of our model against both 3D-based models and 2D
slice-based models using distinct datasets. The warping error metrics
are meticulously documented in Tables 4 and 5. Among the considered
methods, the outcomes derived from our method outperform those
of both 2D techniques and the majority of 3D methodologies. In the
case of the (ADNI-CN, UKBB) and (NKI-RS, UKBB) datasets, our model
exhibits superior performance with regards to warping error. Further-
more, when assessing performance on the ADNI-traveling subjects task,
our model demonstrates a performance closely aligned with pix2pix3D,
which closely approximates the performance observed with real scans.
However, it is essential to emphasize that the computational resources
required by pix2pix3D are 9.6 times greater than those consumed by
our model. On average, our results in Warping Error (WE) with a
mean value of 64.2 ± 4.15(10e-5) for ADNI-traveling subjects (1.5T
and 3T). The outcomes were in close proximity to those of the original
images, which recorded a result of 63.3 ± 5.83(10e-5). Similarly, the
metric yielded values of 61.7 ± 4.86(10e-5) for ADNI-CN and UKBB,



NeuroImage 295 (2024) 120635J. Lin et al.
Fig. 3. Comparisons between our model and existing harmonization models can be conducted through visualizations and absolute error maps. The absolute error is computed
between the normalized ground truth and the converted scans, spanning the range of [0, 100], with lower values (indicated by the blue color) denoting minor differences. Upon
careful examination, we have observed that several other models yield error maps of larger extent than the majority depicted in the figure. Pix2pix3D demonstrates the most
promising outcomes. However, these achievements come at the expense of compromised image clarity and a relatively lower resolution.
Table 4
Inter-slice correlation comparison for ADNI-traveling subjects (3T, 1.5T). The symbol ↓
indicates that lower values are better, and the best result is highlighted in bold, while
the second-best result is underlined. The term ‘‘No har’’ category includes the source
and target images, indicates the absence of harmonization.

Dataset Method Warping error (WE↓) (10e−5)

ADNI (3T and 1.5T)

BlindHarmony 94.7 ± 10.6
ImUnity 70.7 ± 3.90
RecycleGAN 67.5 ± 4.53
ResViT 68.6 ± 4.93
TCGAN 103.5 ± 17.4
CycleGAN2D 66.7 ± 5.97
CycleGAN3D 131.7 ± 16.9
pix2pix3D 63.9 ± 4.26
PTNet3D 185.9 ± 4.01
Ours 64.2 ± 4.15
No har (source images) 63.3 ± 5.83

aligning closely with the original image result of 61.5 ± 4.39(10e-5).
Correspondingly, for UKBB and NKI-RS, the metric exhibited a value
of 63.4 ± 5.35(10e-5), while the outcome maintained a high degree of
consistency with the original image result of 64.9 ± 5.38(10e-5).

In summary, our model exhibits a warping error value that is similar
to the original source images. It shows the least warping errors when
compared to other 2D methods and is generally lower than most 3D
methods, except for one task where it is slightly higher than the
top-performing 3D models.

Image Similarity Comparison. To further compare the similar-
ity between source and target images, we quantitatively assessed the
images from both domains using three metrics, PSNR, bMMD2, and MS-
SSIM (bMMD2 are based on 2D images, PSNR and MS-SSIM is based on
3D images) as illustrated in Table 6. In our observations, our model
consistently demonstrates superior performance across a spectrum of
evaluation metrics, encompassing PSNR, bMMD2, and MS-SSIM, in both
7

the 3T→1.5T and 1.5T→3T tasks. The sole exception to this trend is no-
ticeable in the 3T→1.5T direction, wherein the ResViT model exhibits a
slightly elevated bMMD2 score. The observed percentage of Batch-wise
squared Maximum Mean Discrepancy (bMMD2) decreases were 32.6%
(Site 1.5T) and 21.7% (Site 3T) respectively. While the values of Multi-
Scale Structural Similarity (MS-SSIM), showcased increases from 0.972
to 0.985 (Site 1.5T) and 0.979 (Site 3T), with corresponding percent-
age increments of 2.34% and 0.69%. And the percentage increments
for Peak Signal-to-Noise Ratio (PSNR) were 8.50% (Site 1.5T) and
7.23% (Site 3T), respectively. It is worth highlighting that the ADNI-
traveling dataset manifests significant inter-site anatomical variability.
Nonetheless, in comparison to the baseline models, our methodology
excels in the generation of target images characterized by diminished
artifact levels, heightened anatomical verisimilitude, and sharper tissue
representation.

T-distributed Stochastic Neighbor Embedding (t-SNE). To assess
the similarity of harmonized data in high-dimensional space, we uti-
lized a t-distributed stochastic neighbor embedding (t-SNE) plot (van
der Maaten and Hinton, 2008) to visualize image representations ob-
tained from randomly selected images from the UKBB, NKI datasets.
Briefly, t-SNE is a non-linear dimensionality reduction method that
facilitates the visualization of high-dimensional data, where similar
data points are closer together, and dissimilar points are positioned
farther apart. The Fig. 4 shown in the plot was extracted from the
synthesized images generated before and after the harmonization pro-
cess in the model. Notably, prior to harmonization, the features exhibit
a discernible separability based on the datasets of origin. However,
upon the completion of the harmonization process, lower-level stylistic
attributes, such as contrast, undergo a transformative shift, culminating
in a cohesively embedded representation. It is noteworthy that subse-
quent to harmonization, the feature embedding no longer discernibly
distinguishes between datasets, as visually illustrated in Fig. 4. This
observation underscores the efficacy of the proposed methodology.
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Table 5
Inter-slice correlation comparison for unpaired datasets task ADNI-CN&UKBB and NKI-RS&UKBB. As the datasets in these experiments consist of unpaired
images, any model that necessitates paired images as input was excluded from this comparison.
Dataset Method Warping error (↓) (10e−5) Dataset Method Warping error (↓) (10e−5)

NKI-RS &
UKBB

BlindHarmony 259.9 ± 117.2

ADNI-CN
& UKBB

BlindHarmony 228.3 ± 75.6
ImUnity 63.5 ± 3.73 ImUnity 64.3 ± 3.81
RecycleGAN 68.5 ± 7.27 RecycleGAN 81.0 ± 15.8
CycleGAN2D 67.0 ± 7.31 CycleGAN2D 73.6 ± 9.10
CycleGAN3D 78.5 ± 37.2 CycleGAN3D 62.9 ± 2.44
Ours 63.4 ± 5.35 Ours 61.7 ± 4.86
No har 64.9 ± 5.38 No har 61.5 ± 4.39
Table 6
Image similarity results for ADNI-Traveling subjects. The values were computed using the target domain image as a reference. The term ‘‘No har’’ category includes the source
and target images, indicates the absence of harmonization. Although the dataset is paired, there may be differences in anatomical details (as shown in Fig. 3), which imposes an
upper limit on the similarity values. Bold indicated the best performance.

Models PSNR (↑) bMMD2 (↓) MS-SSIM (↑) Models PSNR (↑) bMMD2 (↓) MS-SSIM (↑)

3T→1.5T 1.5T→3T

BlindHarmony 19.75 ± 1.21 374.5 ± 254.2 0.949 ± 0.016 BlindHarmony 21.72 ± 1.77 404.2 ± 132.4 0.949 ± 0.025
ImUnity 25.44 ± 1.82 205.0 ± 108.6 0.977 ± 0.014 ImUnity 23.76 ± 2.58 323.3 ± 195.8 0.971 ± 0.017
RecycleGAN 25.54 ± 1.97 205.9 ± 116.4 0.977 ± 0.015 RecycleGAN 24.74 ± 2.72 266.7 ± 173.5 0.972 ± 0.018
ResViT 22.68 ± 2.39 175.2 ± 112.5 0.963 ± 0.018 ResViT 23.19 ± 1.04 247.8 ± 161.4 0.963 ± 0.015
TCGAN 23.04 ± 1.21 337.3 ± 110.3 0.937 ± 0.018 TCGAN 22.56 ± 2.01 400.2 ± 188.5 0.959 ± 0.017
CycleGAN2D 25.13 ± 2.96 248.9 ± 173.0 0.975 ± 0.018 CycleGAN2D 25.08 ± 2.91 249.9 ± 169.0 0.973 ± 0.017
CycleGAN3D 18.03 ± 1.55 344.0 ± 105.6 0.866 ± 0.046 CycleGAN3D 17.16 ± 2.28 416.1 ± 118.9 0.809 ± 0.079
pix2pix3D 26.68 ± 1.97 188.9 ± 109.6 0.981 ± 0.013 pix2pix3D 24.32 ± 3.93 218.8 ± 105.1 0.967 ± 0.026
PTNet3D 18.42 ± 2.80 223.9 ± 105.9 0.880 ± 0.010 PTNet3D 21.47 ± 0.87 399.5 ± 239.1 0.874 ± 0.012
Ours 26.79 ± 2.60 186.2 ± 140.2 0.985 ± 0.017 Ours 26.47 ± 2.61 216.3 ± 138.3 0.979 ± 0.017
No har (source images) 24.69 ± 3.027 276.5 ± 183.6 0.972 ± 0.017 No har (source images) 24.69 ± 3.027 276.5 ± 183.6 0.972 ± 0.017
Fig. 4. T-SNE representation of the images from two datasets (UKBB, NKI-RS)(UKBB, ADNI-CN) before and after harmonization.
8
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Fig. 5. Comparison of Different Scanning Planes. The results of our study demonstrate that our method is capable of achieving favorable outcomes in any scanning planes, as
llustrates in the figure above. The term ‘‘No har’’ category includes the source and target images, indicates the absence of harmonization.
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.2. Comparison of different scanning planes

To guarantee the robustness of our model across sagittal, transverse,
nd coronal positions, we conducted training on all three slices using
he ADNI-traveling dataset, comprising 31 Nifti images for the training
et and 13 images for the test set. The corresponding test results are
llustrated in Fig. 5, As evident from the graphical representation, in the
ajority of instances, our approach exhibited an enhanced performance

oncerning both image similarity and warping error across a range of
cenarios involving three scanning planes, when contrasted with the
aseline methods.

.3. Task-specific evaluation of downstream analyses on 3D reconstructions

Surface Reconstruction Comparison. We next run Freesurfer v7.1
n all the images and compare the cortical volume differences between
.5T images and 3T images before and after the harmonization. The
olume differences (delta volume) are measured by dividing the volume
ifferences values by cortical structural volumes (average of 1.5T and
T). Results suggest that after harmonization, volume differences be-
ween 1.5T image and 3T images are smaller than before harmonization
or all the brain structures we evaluate. We extended our comparison
f volume differences to include three harmonization models: the un-
upervised ImUnity model, and the supervised models of ResVit and
ix2pix3D, all of which showed relatively well performance in our
rior evaluations. We further harmonized the structural volume using
ombat and then compare the volume differences between combat
nd our method. Results indicate that our method outperforms other
ethods in every application (Fig. 6).
Maintaining Case/Control Effect Size Differences: In order to

alidate the efficacy of our approach in preserving pathological features
ollowing harmonization, we conducted an evaluation of hippocampal
olumes in Alzheimer’s disease (AD) patients (ADNI-AD) compared
9

o

o healthy individuals (ADNI) within the ADNI dataset. This assess-
ent was performed both prior to and after harmonization, utilizing
reference from the UK Biobank (UKBB). Additionally, we accounted

or covariates including age, gender, and intracranial volume in our
nalysis. The measurement of hippocampal volume was conducted
eparately for both the left and right hemispheres. As illustrated in
ig. 6, before harmonization, the hippocampal volumes in AD patients
left: 2046.7 ± 962.9 mm3; right: 2763.9 ± 979.3 mm3) were noticeably
esser than those in healthy individuals (left: 3111.2 ± 1009.6 mm3;
ight: 3906.4 ± 996.0 mm3; left: p<0.0001, Cohen’s d =−1.08; right:
<0.0001, Cohen’s d =−1.16).

After harmonization, these differences were pronounced. The hip-
ocampal volumes in AD patients (left: 2123.3 ± 959.9 mm3; right:
837.7 ± 979.7 mm3) when contrasted with the controls (left:
187.7 ± 1010.6 mm3; right: 3978.9 ± 998.7 mm3) continued to show
ignificant disparities. The effect sizes were almost identical to those
bserved pre-harmonization (left: p<0.0001, Cohen’s d = −1.08; right:
<0.0001, Cohen’s d= −1.16), as shown in Fig. 7.
Age Prediction. After completing the model training, we applied

t to individuals from three datasets: the UK Biobank (n=85, age
ange 55–65 years old) and NKI-RS (n=81, age range 55–65 years old)
nd ADNI-CN (n=35, age range 56–65 years old). In the UK Biobank
ealthy brain age test set, we achieved a mean absolute error (MAE)
f 2.6054 years between the true chronological age and the predicted
rain age, with a corresponding mean squared error (MSE) of 10.8310.
ext, we proceeded to harmonize the NKI-RS and ADNI-CN images

o align them with the UK Biobank dataset. Utilizing the brain age
rediction model, we then compared predictions before and after the
armonization process. The specifics are outlined in the Table 7. It is
lear that images, after undergoing our model’s harmonization process,
how a noteworthy enhancement in predicted brain age compared
o images without harmonization. Additionally, we benchmarked our

utcomes against ImUnity, the top-performing unsupervised model
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Fig. 6. Cortical structural volume differences for traveling subjects scanned by 1.5T scanner and 3T scanner within 30 days. The evaluation compared the volume differences prior
to harmonization with those following various methods. An asterisk indicates the method that demonstrated the best performance across all conditions.
Fig. 7. Comparisons of hippocampal volume were conducted between participants diagnosed with Alzheimer’s Disease (AD) and cognitively healthy controls within the ADNI dataset,
both before and after the harmonization process. The graphical representations indicate that harmonization does not significantly alter the statistical case/control differences observed
within the respective cohorts.
Table 7
Age prediction results in ADNI-CN2UKBB and NKI-RS2UKBB tasks.

ADNI-CN NKI-RS

MAE MSE MAE MSE

Real scans 6.3538 48.3576 6.5608 50.9944
ImUnity 2.8924 13.0498 3.2416 18.1793
Our 2.7284 11.2199 3.2326 17.3404

that does not require paired images from previous evaluations. The
comparison indicates that our model demonstrates smaller gaps in age
prediction.

4.4. Ablation studies

To assess the impact of the pseudo-warping field and loss function
components, we evaluate our model on ADNI-traveling, UKBB to ADNI,
and UKBB to NKI tasks, comparing harmonized results across various
configurations. Our model, incorporating three modules, significantly
improves overall performance compared to the baseline.
10
From Table 8, we observe a significant decline in performance
across various metrics in all three tasks when the warping field and
both loss components are omitted. The introduction of the three mod-
ules has noticeably enhanced the model’s ability to preserve the original
image’s structure, texture, intensity, and contrast. Furthermore, it en-
sures a consistent alignment between the generated images and the
original images at both pixel-level and global distribution. Additionally,
the improvement in warping error indicates a substantial enhancement
in inter-slice continuity upon incorporating this module.

5. Discussion

Conventional 2D-based harmonization approaches, which directly
convert 3D images into a stack of 2D MRI slices and harmonize them
independently, fail to preserve the essential inter-slice continuity within
the MRI slices. On the other hand, 3D-based methods often require
substantial computational resources. In this research, we present a
novel GAN-based harmonization framework that leverages a pseudo-
warping field to address these limitations. Under the guidance of the
pseudo-warping field, our method achieves high-quality harmonization
while maintaining inter-slice consistency effectively. The efficiency of
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Table 8
Evaluating our model’s performance and ablating three modules.

ADNI-traveling UKBB&NKI-RS UKBB&ADNI

PSNR MS-SSIM bMMD2 WE WE WE

w/o 𝑅𝐶 + 𝑆𝐶
1.5T→3T 16.43 ± 1.079 0.837 ± 0.014 623.8 ± 146.4 183.0 ± 12.6 164.7 ± 33.3 123.0 ± 33.43T→1.5T 18.42 ± 0.456 0.855 ± 0.012 602.8 ± 143.6

w/o 𝑆𝐶
1.5T→3T 20.49 ± 0.949 0.918 ± 0.065 596.4 ± 138.5 73.7 ± 5.67 177.2 ± 50.9 110.0 ± 38.23T→1.5T 20.71 ± 1.13 0.936 ± 0.015 572.2 ± 153.8

w/o 𝑅𝐶
1.5T→3T 18.85 ± 1.003 0.857 ± 0.016 607.1 ± 148.2 150.6 ± 17.1 159.9 ± 55.3 101.1 ± 44.53T→1.5T 18.94 ± 0.56 0.870 ± 0.012 586.8 ± 153.1

w/o warping field 1.5T→3T 22.48 ± 1.15 0.944 ± 0.016 382.6 ± 122.1 101.8 ± 9.01 104 ± 10.0 70.8 ± 16.13T→1.5T 22.40 ± 1.22 0.940 ± 0.017 390.4 ± 122.3

Baseline 1.5T→3T 26.79 ± 2.60 0.985 ± 0.017 186.2 ± 140.2 64.2 ± 4.15 63.4 ± 5.35 61.7 ± 4.863T→1.5T 26.47 ± 2.61 0.979 ± 0.017 216.3 ± 138.3
our model is primarily due to its focus on processing 2D slices, avoid-
ing the extensive resource demands of 3D operations. Additionally, it
sidesteps the traditional necessity of precisely estimating deformation
between consecutive 2D slices to preserve inter-slice continuity. Utiliz-
ing a pseudo-warping field, our approach distinctively facilitates the
harmonization of MR images across varied domains. In our extensive
tests with both paired and unpaired datasets, our model demonstrated
exceptional performance, outperformed various other learning-based
and transformer-based techniques.

The concept of a pseudo-warping field stems from motion esti-
mation techniques used in video-to-video translation tasks. In these
tasks, motion is estimated to link adjacent frames, guiding generators
to produce temporally consistent frames. However, this approach is
not directly suitable in 3D MR imaging scenarios. In video, motion
is defined as the movement of the same object across frames, but
in brain MRI, each slice essentially contains different, yet similar,
objects (brain tissues). Therefore, deformation in adjacent MR slices
is not just about object movement; it also involves changes in the
objects themselves. To adapt video translation techniques to MRI, it
is necessary to limit motion estimation or warping operation to within
single slices. Meanwhile, the ultimate goal of the motion estimation is
not to faithfully predict the next frame, but to ensure the generator to
produces smooth and consistent frames throughout the video. In other
words, if the frames can be translated consistently, the accuracy of the
estimated motion between them becomes less important.

Given these factors, we propose to employ a pseudo-warping field.
For each individual slice, the pseudo-field warp it into an artificial
subsequent slice without interfering the actual next slice. Therefore,
it is ideal for our scenarios focused on individual slices. On the other
hand, due to the artificial and random nature of the warping operation,
the pseudo-warping field offers a method where slices that have been
deformed using any arbitrary warping operation can be converted by
the generator into images of a different domain. Importantly, this con-
version is executed smoothly and consistently, aligning well with the
characteristics of the current, actual slice. Theoretically, this warping
field could include deformations from one slice to the next, as well as
deformations within the same slice. Hence, the fundamental principle
of our model is to train the generators to transform these slices into
another domain with strong consistency, regardless of whether and
how the slice changes. The slice-wise inconsistency can arise because
the generator may react differently to neighboring slices due to their
varying content. By incorporating the proposed warping operation,
our model guides the generator to produce images unaffected by this
operation, ensuring that all slices in an MRI image are converted with
consistent quality.

Another merit of employing the pseudo-warping field is that it
eliminates the need to learn the actual warping between slices. Instead,
all warping fields are randomly synthesized and directly applied to
images in both the source and target domains. Moreover, the pa-
rameters of these fields are not updated during the learning process.
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This approach can significantly reduce the size of the model and save
computational resources, offering a more efficient solution for handling
image harmonizations.

To establish a dependable and efficient framework for spatial accu-
racy and slice-wise consistency regularization, we have developed two
unsupervised loss functions: the recycle consistency loss and the spatial
consistency loss based on a pair of generated fake subsequent slices in
both the source and target domains. The term of ‘‘recycle’’ arises from
the process involving paired fake subsequent slices in the source do-
main. One of these slices is directly warped from the current slice, while
the other undergoes a multi-step transformation: it is first converted
to the target domain using one generator, then warped, and finally
reconverted back to the source domain using a different generator.
Concurrently, a spatial loss is utilized to maintain spatial and slice-wise
consistency within the target domain. These two types of losses work
together to ensure that our model not only harmonizes unpaired images
but also preserves the continuity between slices through these domain
transformations.

Our model, compared to other CNN and transformer models, offers
advantages: fewer parameters, improved inter-slice consistency, and
reduced computational demands. For 3D models, due to limitations in
computational resources, an inevitable trade-off exists that could result
in lower resolution in harmonized images. Thus, current 3D methods
may not suit high-resolution image processing.

Furthermore, our model effectively preserves anatomical details
in images following the harmonization process, while also accom-
modating stylistic variations across different sites, thereby facilitating
further research endeavors. To validate this assertion, we conducted
quantitative analyses of image similarity, assessing the resemblance
between original and generated images using metrics such as MS-SSIM,
PSNR, and bMMD2, and we further conducted a comprehensive analysis
by comparing our model with others through error maps, regional
histograms, and intensity standard deviations. The results demonstrate
that the synthesized scans generated by our model exhibit higher
reliability and accuracy compared to other models.

Preserving relevant biological and clinical patterns in the images
without excessive correction is a crucial aspect of harmonization. In
addition to the direct comparisons using quantitative metrics and qual-
itative evaluation, we performed an indirect evaluation of our model
by assessing surface reconstruction, maintaining case/control effect
size differences in hippocampal volumes, and brain age prediction
on harmonized scans, comparing them to other methods. The out-
comes highlight that harmonized scans produced by our model preserve
anatomical details to a significant extent, ensuring their reliability for
clinical analysis when used by healthcare professionals.

While our study has demonstrated superior performance compared
to other methods, it is essential to acknowledge certain limitations.
Identifying avenues for further improvement is crucial. (1) Enabling
MRI harmonization when the target domain is inaccessible. (2) Achiev-

ing multi-domain harmonization simultaneously. (3) Utilizing
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approaches with more scientifically grounded techniques for 2D slice
reconstruction. (4) Adapting our model for 4D imaging techniques like
fMRI and diffusion MRI. These enhancements will increase our model’s
usefulness across various scenarios.

6. Conclusion

Efficient 3D MRI harmonization is scarce for large-scale neuroimag-
ing studies. In this study, we propose an unsupervised 3D MR image
harmonization method that can minimize the inter-slice variances using
warping field and two consistency losses. Instead of using 3D operators
to replace the 2D operators in classical generative harmonization mod-
els, our model is more efficient and still achieves good harmonization
results. First, we decompose the 3D MR volumes into a stack of slices,
then treat the brain tissue between adjacent slices as an object with
small warpings. In this way, the deviations between slices can be
represented and constrained by the warping field. The biologically
unrelated information (contrast, brightness, etc.) of the harmonized
image is determined by the target domain, while the anatomical con-
tents are extracted from the source domain. Our results show that the
proposed method efficiently and successfully harmonize images from
two domains, with consistent anatomical details in source domain and
faithful representations in the target domain.
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